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Where do you live? Take a moment to visualize your neighborhood. Ask yourself: What are its class composition and boundaries? What kinds of data would you use to characterize neighborhood conditions, let alone explore their connections to health?

Ask any of these questions, and you immediately engage with core issues of geocoding and measurement of neighborhood socioeconomic position for public health research and practice. In this chapter we focus on conceptual and methodologic issues germane to public health monitoring in the United States. Many of the concepts, methods, and questions, however, are likely to be relevant to other countries (Gordon, 1995; Lee et al., 1995; Hankins et al., 1998; Cadum et al., 1999; da Silva et al., 1999; Mustard et al., 1999; Pringle et al., 1999) as well as to etiologic studies of neighborhood effects on health and other aspects of well-being (Brooks-Gunn and Duncan, 1997; Diez-Roux, 1998; MacIntyre and Ellaway, 2000).
Public health interest in delimiting the boundaries and socioeconomic composition of the neighborhoods in which people live dates back nearly two centuries. At issue is the extent to which neighborhood data are informative about—and relevant to the health of—their inhabitants. In 1826, for example, Louis René Villermé (1782–1863), one of the leading public health professionals in France, used area-based economic data and mortality rates to demonstrate empirically, for the first time, that social conditions—and not just the “natural environment”—played a decisive role in patterning mortality among neighborhoods of Paris (Villermé, 1828; Coleman, 1982). Specifically, he found that death rates were highest in areas whose residents paid the least in “untaxed rents,” a type of tax paid only by the wealthy. By contrast, no correlations existed between neighborhood mortality rates and altitude, distance from the Seine, temperature, and other environmental features. Subsequently, in 1845, Friedrich Engels cited data in his classic text, The Condition of the Working Class in England, indicating that mortality rates depended on both “class of street” as well as “class of house” (Engels, 1958 (1845); Davey Smith, 1997). Thus, among people who lived in worse homes, mortality was higher for those residing in poorer compared to more affluent neighborhoods. More recently, a revived concern about social inequalities in health in the United States and other countries (Townsend et al., 1990; Evans et al., 1994; Braveman, 1996; Krieger et al., 1997a; Pamuk et al., 1998; Mann et al., 1999; Berkman and Kawachi, 2000; Kim et al., 2000), coupled with new advances in geographic information system (GIS) technologies (Moore and Carpenter, 1999; Richards et al., 1999; Yasnoff and Sondik, 1999), have led to new interest in analyzing population health in relation to neighborhood characteristics, the theme of this book.

In the United States, however, still another factor spurs current interest in using area-based socioeconomic measures: the relative paucity, if not absence, of socioeconomic data in most U.S. public health databases, as reviewed below (Krieger and Fee, 1996; Krieger et al., 1997b). From a public health standpoint, augmenting U.S. vital statistics and other public health surveillance systems with socioeconomic data is especially important because these data provide the fundamental basis for routinely monitoring population burdens of disease and death, along with births and their attendant joys and sometimes sorrow (Institute of Medicine, 1988, 1997). Absent adequate socioeconomic data, we cannot monitor—or gauge progress or setbacks in rectifying—socioeconomic disparities in
health, let alone assess the contribution of socioeconomic position to equally troubling racial/ethnic inequalities in health (U.S. Department of Health and Human Services, 1991; Krieger et al., 1993; Williams and Collins, 1995; Krieger et al., 1997a; Freeman, 1998). Beyond this, routine public health data documenting social inequalities in health are vital to shaping the analyses, aspirations, and actions of social movements and governments in their efforts to create healthy public policies, at the local, national, and global levels, to reduce social disparities in health (Fox, 1989; Townsend et al., 1990; Braveman, 1996; Krieger et al., 1997b; Mann et al., 1999; Shaw et al., 2000).

The Problem: Paucity or Absence of Socioeconomic Data in U.S. Vital Statistics

Despite more than two centuries of international vital statistics documenting that people subjected to poorer living and working conditions live shorter, less healthy lives (Antonovsky, 1967; Fox, 1989; Townsend et al., 1990), it was only in 1989 that reporting of birth and death data stratified by educational level became routine in the United States (Tolson et al., 1991)—60 years after the last American attempt, in the 1930s, to produce national mortality data stratified by social class (Whitney, 1934; Krieger and Fee, 1996). Even so, as revealed by a 1997 survey of all U.S. state health departments, although 100% of states now collect information on education of mother and father and decedent, only 7% of cancer registries, 4% of tuberculosis (TB) registries, and no AIDS registries collect data on education (Krieger at al., 1997b). Moreover, although all states collect data on occupation of decedent, and 80% do so for their cancer registries, only 12% and 9%, respectively, break out these data by occupation. Other sources fare worse: only half the states collect—and none publish—birth data in relation to occupation of mother or father, and occupational data in state TB and AIDS registries distinguish only between health care and non–health care occupations. None of these public health databases obtain information on income or other relevant socioeconomic data.

These gaps in data at the state level are reflected at the national level. Before 1998, the annual federal report, Health, United States, contained little socioeconomic data (National Center for Health Statistics, 1996; Krieger et al., 1997a; National Center for Health Statistics, 1997). In 1998, however, this report included its first-ever chartbook on “Socioeconomic Status and Health,” drawing on data from birth and death records plus the National Health Interview Survey (Pamuk et al., 1998). An absence of socioeconomic data in other databases, however, meant critical public health
problems, such as cancer, TB, and HIV/AIDS, could not be included. The 1999 issue unfortunately reverted to earlier practice, with socioeconomic data once again appearing in only ten of the report’s seventy-three tables on “Health Status and Determinants” (National Center for Health Statistics, 1999). Moreover, fully 70% of the 467 U.S. public health objectives for the year 2010 lack quantitative targets for reducing socioeconomic disparities in health, given a lack of baseline data (U.S. Department of Health and Human Services, 2000), nor will this problem be rectified by better national surveys. First, as acknowledged by the National Center for Health Statistics, such surveys offer sparse or no data at the local level, the principal locale for most public health planning and programs (Merril-wether 1996; Pollack and Rice, 1997; U.S. Department of Health and Human Services, 2000). Second, most surveys are not designed to provide routine data on diverse and relatively small racial/ethnic populations (e.g., subpopulations of Asians and Pacific Islanders, Hispanics, and American Indians) (U.S. Department of Health and Human Services, 1991; Williams and Collins, 1995; Nolan et al., 1996; Krieger et al., 1997b).

Geocoding and Area-Based Socioeconomic Measures: A Potential Solution

Fortunately, the problem is not intractable. In fact, tracts are likely to be part of the solution. This is because we can use census-derived, area-based data to characterize persons in both public health databases and the total population, thereby permitting ascertainment of population-based incidence or prevalence rates stratified by area-based socioeconomic position (Krieger et al., 1992, 1997a). The key to this strategy is the methodology of geocoding.

Geocoding refers to the process of identifying an address’s latitude, longitude, and assigned geographic codes, which in the United States include its census-defined state, county, census tract, and block-group codes, along with codes for political jurisdictions (e.g., congressional districts), economic regions, plus post office–defined ZIP codes (Kaplan and Van Valey 1980; U.S. Department of Commerce 1990; U.S. Bureau of the Census, 1991). As shown in Figure 7–1, the basic geographic building blocks in the United States are literally the census blocks, with an average population of 85, nested within the census block-group (average population of 1,000), in turn nested within the census tract (average population of 4,000) (Kaplan and Van Valey, 1980; U.S. Department of Commerce, 1990). Census tracts were first demarcated in New York City in 1910 and were assigned to several major U.S. cities by 1940; as of 1990 block-group codes were assigned nationwide (Shevky and Bell, 1955;
Kaplan and Van Valey, 1980). These areas are intended to contain populations reasonably homogeneous with regard to socioeconomic composition. Block-groups constitute the smallest unit for which area-based socioeconomic measures are feasible, because, to protect confidentiality, no socioeconomic data are released at the block level (U.S. Department of Commerce, 1990; U.S. Bureau of the Census, 1991). By contrast, ZIP codes typically contain upwards of 30,000 people, are intended to facilitate delivery of mail, often cut across census tract and block-group boundaries, and are not designed to be economically homogeneous (Kaplan and Van Valey, 1980; U.S. Bureau of the Census, 1991; U.S. Post Office, 2000).

Three strengths of using area-based socioeconomic measures for monitoring social inequalities in health are that they (1) can be appended to any database with addresses, as is the case for key vital statistics and other public health surveillance databases (Krieger et al., 1997a, 1997b; Yasnoff and Sondik, 1999; Thrall, 1999a), (2) provide data for determining contextual as well as compositional neighborhood effects on health, above and beyond effects that are due to individual-level socioeconomic position (Diez-Roux, 1998; MacIntyre and Ellaway, 2000), and (3) can be applied equally to all persons, regardless of age, gender, and employment status (Krieger et al., 1997a; Krieger, 1992; Carstairs and Morris 1989). This methodology thereby avoids well-known problems associated with individual-level education and occupation data, that is, how to classify people who have not completed their education or who are not in the paid-labor force (children, housewives, househusbads, unemployed, or retired persons) (Carstairs and Morris, 1989; Sorensen, 1994; Krieger et al., 1997a, 1999). Three drawbacks are (1) they can be misconstrued as only a “proxy” for individual-level socioeconomic data (rather than seen as complementary data that, in fact, can be analyzed together with individual-level data in multilevel models), (2) they reflect socioeconomic context at the time of case ascertainment, not necessarily during the relevant etiologic period, and (3) they can be outdated, given the decennial nature of the U.S. census. Rendering this last objection moot, however, the U.S. is already shifting toward implementing the more frequent American Community Survey, which will generate data at the tract and block-group level (U.S. Census Bureau, 1999).

Given a wide array of census data, a variety of geographic levels (such as the census tract, block-group, and ZIP code), and a plethora of geocoding and other GIS software (Moore and Carpenter, 1999; Richards et al., 1999; Thrall, 1999b), the question then becomes: are there any standard, well-accepted area-based socioeconomic measures that have been validated for public health monitoring in the United States? Briefly stated, “No” (Krieger et al., 1997a; Lynch and Kaplan, 2000).
As of mid-2000, only seven U.S. public health studies have explored the validity of using area-based socioeconomic measures (Krieger, 1991, 1992; Cherkin, 1992; Greenwald et al., 1994; Krieger et al., 1996; Geronimus et al., 1996; Geronimus and Bound, 1998). Unfortunately, all used different census-derived socioeconomic variables and examined only a handful of health outcomes. All compared socioeconomic gradients in health detected by area-based and individual-level socioeconomic measures to assess the validity of using area-based measures to monitor socioeconomic gradients in health. Yielding results similar to the handful of comparable methodologic studies from the United Kingdom (Carr-Hill and Rice, 1995), Canada (Mustard et al., 1999) and Australia (Hyndman et al., 1995), five of the U.S. studies found that estimates of socioeconomic gradients in health produced with block-group or census tract socioeconomic measures were similar to, but often slightly less than, those produced with individual-level socioeconomic data (Krieger, 1991, 1992; Cherkin, 1992; Greenwald, 1994; Krieger et al., 1996); results were less consistent for the two studies that employed ZIP-code data (Geronimus et al., 1996; Geronimus and Bound, 1998; see also Krieger and Gordon, 1999; Davey Smith and Hart, 1999). Among these seven studies, four used differently categorized measures of neighborhood social class composition, educational and poverty level, and unemployment rate (Krieger, 1991, 1992; Krieger et al., 1996; Geronimus and Bound, 1998), two used measures of average annual family income (Greenwald et al., 1994; Cherkin et al., 1992), and two used data on median family income and educational level (Geronimus and Bound, 1996; Geronimus and Bound, 1998).

A profusion of measures is likewise apparent in the small but growing U.S. public health literature with demonstrated interest in using area-based socioeconomic measures. Employing an extremely eclectic array of census-derived variables at markedly different levels of geography, these investigations have focused on such diverse outcomes as births (Collins and David, 1997; O’Campo et al., 1997; Roberts, 1997; Wasserman et al., 1998), deaths (Kitagawa and Hauser, 1973; Hann et al., 1987; Davey Smith et al., 1996a, 1996b), cancer (Devesa and Diamond, 1980; Krieger, 1990; Greenwald et al., 1994; Liu et al., 1998; Prehn and West, 1998; Krieger et al., 1999; Morris, 1999; Arbes, 1999), cardiovascular disease (Casper et al., 1999; Iwashyna et al., 1999; Sayegh et al., 1999), AIDS and other infectious diseases (Zierler et al., 2000, Morse et al., 1991; Fife et al., 1992; Hu et al., 1994; Ellen et al., 1995; Simon et al., 1995; Chen et al., 1998), asthma (Wissow et al., 1988), mental health (Goldsmith et al., 1982), and violence and injuries (Collins and David, 1997; Harries, 1997; Anderson et al., 1998; Grisso et al., 1999; Hinton et al., 1999; Powell and Tanz, 1999). However,
despite a common concern about socioeconomic inequalities in health, estimates of effect for socioeconomic position cannot readily be compared across these studies because of the lack of consistency in area-based socioeconomic measures. The sociologic literature is similarly rife with a heterogeneous assortment of measures developed over the past several decades, none systematically assessed for their relevance to health (Shevky and Bell, 1955; Rossi and Gilmartin, 1980; White, 1987; Brooks-Gunn et al., 1997). Moreover, with regard to government standards, the only federally designated demarcation is for “poverty area,” defined as an area where 20% or more of the population lives below the poverty line (U.S. Bureau of Census, 1985; Jargowsky, 1997). By contrast, health research and government reports in the United Kingdom employ a small set of validated and well-established area-based measures of deprivation, with key ones—such as the Townsend index—explicitly developed for public health use (Townsend et al., 1988; Townsend, 1993; Carstairs, 1995; Gordon, 1995; Lee et al., 1995; see also Chapter 8).

In summary, in the United States, public health researchers and practitioners confront uncertainty about three important aspects of area-based socioeconomic measures: (1) validity, (2) content—including both which measures are included and how they are constructed, and (3) geographic level. No standard validated measure exists, whether for use by public health departments or by individual researchers.

GENERATING SOLUTIONS: A PROJECT TO DEVELOP VALID AREA-BASED SOCIOECONOMIC MEASURES FOR U.S. PUBLIC HEALTH DATABASES

To address this gap in U.S. public health research and practice, we are engaged in a project whose goal is to generate a valid, robust, easy to interpret, and easy to construct area-based socioeconomic measure that can readily be used by health departments anywhere in the United States, for any health outcome, from birth to death, whether for women or men, young or old, among any racial/ethnic group (Krieger et al., NIH Grant 1 R01 HD36865-01). Throughout, our guiding principle is to generate area-based socioeconomic measures that are grounded in sound statistical methodology yet whose meaning is readily evident to both data users and the public at large.

In presenting preliminary results of our project, five lessons stand out that are relevant to any project engaged with geocoding and/or using census-derived socioeconomic data. First, it is critical to ascertain the accuracy of geocoding software. Second, it is essential to develop protocols that pro-
tect confidentiality of the databases that are being geocoded. Third, it is important to evaluate the extent to which different databases can be geocoded to specified geographic levels. Fourth, it is necessary to be aware of how boundaries for different geographic regions are defined and may cross-cut one another. Fifth, it is imperative that analyses be conceptually grounded rather than algorithm-driven empirical exercises in data reduction.

Scope of Project

To evaluate the validity and feasibility of monitoring social inequalities in health using area-based socioeconomic measures, our project is using public health surveillance data from two states, Massachusetts and Rhode Island, along with 1990 census data from three geographic levels: census block-group (BG), census tract (CT), and ZIP code (ZC). The study’s five main tasks are to (1) geocode the public health databases to the BG, CT, and ZC level, (2) at each geographic level generate the same set of area-based socioeconomic indicators, (3) within and across geographic levels examine patterns of associations between these variables and, where feasible, with individual-level socioeconomic data, (4) link the area-based socioeconomic measures to the geocoded health databases, and (5) estimate and compare socioeconomic gradients in health detected for each health outcome, using the same set of diverse area-based socioeconomic measures at each geographic level.

Public Health Databases: Eligibility and Confidentiality

For the purpose of our project, we defined as eligible all public health surveillance system databases in the states of Massachusetts and Rhode Island that included age, gender, race/ethnicity, and street address at the time of case ascertainment. Staff from the Massachusetts Department of Public Health and the Rhode Island Department of Health provided information on the eligibility of their surveillance system data for our project. Of the more than fifty surveillance systems surveyed, nine met eligibility criteria: birth, death, cancer, tuberculosis, sexually transmitted diseases, nonfatal gun and stab wounds, domestic violence, childhood lead screening, and the Health Interview Survey. Although HIV/AIDS surveillance systems also were eligible, we excluded them because the Massachusetts data were already being used in a pilot study conducted by two of our team’s investigators (Zierler et al., 2000). In total, our project has health outcome data for 650,012 residents of Massachusetts and 324,078 residents of Rhode Island for the proposed years of monitoring surrounding the census year 1990, thus nearly 1 million records combined.
Confidentiality protocols were set by the respective health department’s internal review boards, with input from the directors of each database and from project staff. To preserve confidentiality, for each database we created files for geocoding containing only each record’s address, a dummy variable to identify the data source, and a newly generated unique identifier which the health department could then use to link the geocoded record back to the original database. Working with staff at each health department, we then created databases for analysis containing solely the relevant demographic and health data plus newly assigned geocodes. Thus, no street addresses are in any of our project’s databases, except for the public domain death certificate data.

Selecting Geocoding Tools: Options and Accuracy

Recognizing that numerous companies and software products claim to geocode accurately, we decided to put the claims to the test (see Krieger et al., 2001, on p. 170). Although we located a few articles evaluating the capacity and user-friendliness of several commercial geocoding software products (Thrall, 1999b; Richards et al., 1999; Moore and Carpenter, 1999), we found none that explicitly compared the cost, timeliness, and accuracy of geocoding firms and software.

After searching the Internet to determine the range of services offered by commercial geocoding firms and ascertaining which software products were licensed to our workplace, we selected four firms and one software program. To each we submitted (1) information on the number of records we wanted to geocode (six submissions of 250,000 records each) and (2) seventy test addresses with known census tracts, consisting of fifty “incorrect” but geocodable addresses provided by a geocoding specialist at the Massachusetts Cancer Registry, which we supplemented with twenty telephone book addresses randomly selected from the local telephone book. The “incorrect” addresses contained various common errors, including out-of-range street addresses, abbreviated or misspelled street names, wrong street types (e.g., “avenue” instead of “street”), and correct towns but wrong zip codes. Census tracts of the fifty “incorrect” addresses were earlier verified by staff at the cancer registry; tracts of the twenty “telephone book” addresses were verified by project staff using the U.S. Bureau of the Census geocoding web site (U.S. Bureau of the Census, 2000). Notably, the four firms and the software program varied dramatically in cost, timeliness, attitude, and, most importantly, accuracy. Estimated costs among the firms varied by a factor of two, ranging from $8,800 to $15,800. Project costs for the software program were lower ($1,460), but this price included only the cost of training two project staff members, not the cost of their labor for geocoding addresses nor the price of the software (which had
been licensed to our university). If, however, we purchased the necessary software, costs would have increased by an additional $1,690 at the time of ascertaining this information for the test file. (At the time of preparing this chapter, however, the cost would have risen by an additional $11,190 due to increased expenses associated with upgrading or updating the software.)

Representatives for each firm and program estimated it would take one to two weeks to geocode the test file; actual turnaround time ranged from five hours to three weeks. Company A, the least expensive, friendliest, and suitably prompt geocoding firm did best, correctly geocoding 84% of the test addresses (80% of the “incorrect” addresses, 95% of the telephone book addresses). Company D, by contrast, despite costing twice as much, was the worst: it took 4 times as long, provided poor customer service, and correctly geocoded only 44% of the test addresses (36% of the “incorrect” addresses, 65% of the telephone book addresses).

Based on these results, we selected company A and sent them our files. Then, to evaluate the “real world” accuracy of the firm, we randomly selected 150 geocoded addresses from the public domain death certificate data. Our strategy was to compare company A’s results to (1) the gold standard, defined as the census block-group maps generated by the U.S. Census Bureau, using actual maps and guides with street address ranges, (2) the U.S. Census Bureau Website (which permits geocoding one manually-entered record at a time, but only to the tract level) (U.S. Bureau of the Census, 2000), and (3) the software program, which we nevertheless decided to use for its map-making abilities. We also drove by several of the selected addresses to ascertain their exact location. Company A continued to do an impressively accurate job, with the overall percentage of addresses geocoded correctly to the tract level equaling 96%, the same as that of the U.S. Census Bureau web site (95%). In doing this exercise, however, we also encountered one additional disturbing result: on several occasions the software program could accurately geocode an address but then mapped it to the wrong part of town.

The marked variability in accuracy of geocoding products accordingly raises several important issues. Notably, none of the public health studies we have seen using geocoded data have included their rationale for selecting a particular geocoding firm or software product, nor have any presented data on the accuracy of the selected geocoding methodology. Our results raise questions about the validity of the results of previously published studies using geocoding methodologies of unverified accuracy.

Selecting Census Data: Options and Boundaries
To obtain the original, uncompressed raw census data at the block-group and census tract level, we downloaded data from the U.S. Census Bureau
Summary Tape File (STF) 3A; the ZIP code data are in STF 3B (U.S. Bureau of the Census, 1991). We also obtained data from a menu-driven commercial product, which, although intended to be user-friendly, provided little documentation (Geolytics, 2000). Reassuringly, both sources provided identical data for a series of randomly selected block-groups, tracts, and ZIP codes.

In working with the ZIP code data, however, we learned that their boundaries stretch the geographic imagination and can pose interesting problems for geocoding projects (see Krieger et al., 2002, on pp. 170–171). First, unlike block-groups and census tracts, which are physically delimited geographic areas with official and public boundaries demarcated by the U.S. Census Bureau (U.S. Bureau of the Census, 1991; Kaplan and Van Valey, 1980), ZIP code boundaries are far more fluid. As described by staff at the U.S. Census Bureau, these boundaries “resemble spaghetti and follow delivery routes” (Stuber, 1999) and can also be “point locations (as in rural post office buildings)” (Nichols, 1999). Consequently, “most companies that make maps of ZIP codes interpolate where a boundary is by talking to local postmasters or using street and address databases to come up with some approximation” (Nichols, 1999), and “the imputed boundaries are not recognized or used by the U.S. Postal Service” (Stuber, 1999). Thus, without publicly available official ZIP code boundaries, ZIP code borders may vary by geocoding firm and software product (U.S. Post Office, 2000). Second, we also learned that because cross-county ZIP codes are not assigned state codes in the STF 3B files, selecting on ZIP codes by state can give misleading impressions of missing data, because neither cross-county nor cross-state ZIP codes will be selected.

Census-Derived Socioeconomic Measures: Conceptual and Operational Definitions

Before analyzing the actual census socioeconomic data, we mapped out six conceptual domains relevant to characterizing socioeconomic position (Krieger et al., 1997; Council of Economic Advisors for the President’s Initiative on Race, 1998). Our intent was to think through which types of measures might be pertinent before using statistical methods to characterize relationships between these measures. We then operationalized each domain in terms of available census variables, as shown in Table 7-1. These domains and the relevant variables are

1. Occupational class, defined in terms of (a) percent of employed persons age 16 and older in working-class jobs, made up chiefly of nonsuper-
<table>
<thead>
<tr>
<th>Variable:</th>
<th>Census Text Definition:</th>
<th>1990 Census Code Definition:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working class:</td>
<td>( \sum ) (persons employed in the 8 working class occupations) + ( \sum ) (all 13 census occupational categories)</td>
<td>(P0780004 + \ldots + P0780006 + P0780008 + P0780010 + \ldots + P0780013) + (P0780001 + \ldots + P0780013)</td>
</tr>
<tr>
<td>Unemployment: persons actively seeking employment (as defined by the census)</td>
<td># persons age 16+ in the labor force and unemployed ( \div ) # persons age 16+ in the labor force</td>
<td>(P0710003 + P0710007 + P0710011 + P0710015 + P0710019 + P0710023 + P0710027 + P0710031 + P0710035 + P0710039) ( \div ) (P0710002 + P0710003 + P0710006 + P0710007 + P0710010 + P0710011 + P0710014 + P0710015 + P0710118 + P0710119 + P071022 + P071023 + P071026 + P071027 + P071030 + P071031 + P071034 + P071035 + P071038 + P071039)</td>
</tr>
<tr>
<td>Low income: relative measure of poverty, set at half the national median income (European Union definition of poverty)</td>
<td># households with income &lt;$15,000 \div # households</td>
<td>(P0800001 + \ldots + P0800005) ( \div ) (P0800001 + \ldots + P0800025)</td>
</tr>
<tr>
<td>Median household income:</td>
<td>median household income</td>
<td>P080A</td>
</tr>
<tr>
<td>High income: income at least 5 times higher than the median income</td>
<td># households with income $150,000 \div # households</td>
<td>P0800025 ( \div ) (P0800001 + \ldots + P0800025)</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Variable</th>
<th>Census Text Definition: numerator + denominator</th>
<th>1990 Census Code Definition: numerator ÷ denominator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presence of poverty: persons or households whose household income is below the threshold to cover basic needs, defined in relation to food (US census definition)</td>
<td># persons for whom ratio of (1989 household income/U.S. poverty line) is &lt;0.5 ÷ # persons for whom poverty status is determined</td>
<td>P1210001 ÷ (P1210001 ÷ ... ÷ P1210009)</td>
</tr>
<tr>
<td></td>
<td># persons with 1989 household income &lt;U.S. poverty line ÷ # persons for whom poverty status is determined</td>
<td>(P1170013 ÷ ... ÷ P1170024) ÷ (P0170001 ÷ ... ÷ P0170024)</td>
</tr>
<tr>
<td></td>
<td># households with 1989 income &lt;U.S. poverty line ÷ # households</td>
<td>(P1270016 ÷ ... ÷ P1270030) ÷ (P1270001 ÷ ... ÷ P1270030)</td>
</tr>
<tr>
<td>Absence of poverty: persons whose household income is two times more than the poverty line</td>
<td># persons for whom ratio of (1989 household income/US poverty line) is ≥2 ÷ # persons for whom poverty status is determined</td>
<td>P1210009 ÷ (P1210001 ÷ ... ÷ P1210009)</td>
</tr>
<tr>
<td>Low assets: assets sufficient to own only housing stock of very low value</td>
<td># housing units valued at &lt;$50,000 ÷ # specified owner-occupied housing units</td>
<td>(H0610001 ÷ ... ÷ H0610008) ÷ (H0610001 ÷ ... ÷ H0610020)</td>
</tr>
<tr>
<td>High assets: sufficient assets to own a home at about 4× the median U.S. value of owner-occupied homes</td>
<td># housing units valued at $300,000+ ÷ # specified owner-occupied housing units</td>
<td>(H0610018 ÷ H0610019 ÷ H0610020) ÷ (H0610001 ÷ ... ÷ H0610020)</td>
</tr>
<tr>
<td>Less than high school: adults with low educational attainment</td>
<td># persons aged 25+ with no high school diploma ÷ # persons aged 25+</td>
<td>(P0570001 ÷ P0570002) ÷ (P0570001 ÷ ... ÷ P0570007)</td>
</tr>
<tr>
<td>College: adults with high educational attainment</td>
<td># persons aged 25+ with 4+ years of college ÷ # persons aged 25+</td>
<td>(P0570006 ÷ P0570007) ÷ (P0570001 ÷ ... ÷ P0570007)</td>
</tr>
<tr>
<td>Crowding: at household level, more people than rooms</td>
<td># occupied housing units with &gt;1 person per room ÷ # occupied housing units</td>
<td>(H0690002 ÷ H0690003 ÷ H0690005 ÷ H0690006 ÷ H0690008 ÷ H0690009 ÷ H0690011 ÷ H0690012) ÷ (H0690001 ÷ ... ÷ H0690012)</td>
</tr>
</tbody>
</table>
visory employees, represented by eight of the thirteen census-defined occupational categories (Krieger et al., 1997a; Wright, 1997; Wright et al., 1982) and (b) percent of persons age 16 and older who are unemployed;

2. *Income*, defined in terms of (a) median annual household income, (b) low income, referring to the percentage of households with annual income below half the annual median income, a measure of poverty commonly used in the European Union (Gordon and Spicker, 1999) and equivalent to an annual household income below $15,000 in 1989, and (c) high income, referring to the percentage of households with an annual income of $150,000 or higher, the highest income category reported by the U.S. Census;

3. *Poverty*, defined in terms of (a) the percentage of persons with household incomes below the U.S. federal poverty line, a threshold that varies by size and age composition of the household, and on average equaled $12,647 for a family of four in 1989 (U.S. Bureau of the Census, 1991), (b) extreme poverty, referring to the percentage of persons in households below 50% of the poverty line, and (c) not impoverished, referring to the percentage of persons with household incomes at least 200% higher than the poverty line;

4. *Wealth*, defined in terms of (a) high assets, referring to the percentage of owner-occupied homes valued at $300,000 or more and (b) low assets, referring to the percentage of owner-occupied homes valued at less than $50,000;

5. *Education*, defined in terms of (a) low education, referring to the percentage of adults age 25 and older who have not completed high school and (b) high education, referring to the percentage of adults age 25 and older who have completed at least 4 years of college education; and

6. *Crowding*, defined in terms of (a) household crowding, referring to the percentage of households with more than one person per room and (b) population density, a contextual variable.

We also considered two additional variables—lack of car ownership and percentage of rented households—because they are used as indicators of deprivation in the United Kingdom (Lee et al., 1995). Emphasizing the importance of context, however, we found neither variable to be consistently associated with either poverty or median household income, given the much higher rates of car and home ownership in the U.S.

Additionally, to explore characteristics of selected socioeconomic indexes employed in other studies, we created several measures incorporating data on one or more of the single-variable census measures. These included
1. **U.S. versions of two U.K. area-based deprivation indexes**, the Townsend and Carstairs indexes, which combine data on such characteristics as unemployment, lack of car ownership, household crowding, rented households, and low social class (Lee et al., 1995; Carstairs, 1995; Townsend, 1993);

2. **Two measures of income inequality**: (a) the Gini coefficient, and (b) the ratio of the median income of the top fifth to the bottom fifth of the income distribution (Bernstein et al., 2000);

3. **The Index of Local Economic Resources** employed in the recent Centers for Disease Control (CDC) atlas on cardiovascular mortality, which combines data on the percentage of persons unemployed, in white collar jobs, and median family income (Casper et al., 1999).

We also combined several of the single census indicators into several theoretically driven *a priori composite indicators*, that is, a measure classifying areas simultaneously in terms of occupational class, wealth, and poverty levels. The final step was then to generate all of the specified variables at each level of geography (BG, CT, and ZC). Once accomplished, we then did a visual “reality check” on our constructs by visiting several Boston block-groups represented in the Massachusetts death certificate data and identified by our data as being poor, middle-income, or affluent.

**PRELIMINARY RESULTS: GEOCODING AND PATTERNS OF ASSOCIATION AMONG SOCIOECONOMIC DATA**

Importantly, from the standpoint of the feasibility of using area-based socio-economic measures for monitoring social inequalities in health, the success rate of geocoding the administrative surveillance databases was suitably high. As shown in Table 7–2, of the nearly 1 million records we submitted for geocoding, fully 92% were geocoded successfully to the census block-group level. Another 6% could not be geocoded to the block-group level but were successfully geocoded to the census tract level, whereas only 0.2% could be geocoded only to the ZIP code level. Among all the addresses submitted, only 1.8% could not be geocoded. Although these percentages varied somewhat among the thirteen surveillance systems and one survey database, the median percentage of addresses geocoded to at least the census tract level equaled 97.2%.

Our data analysis strategy is comprised of three parts: data exploration, model building, and confirmatory analyses. In this section we provide detailed results of our exploratory analysis of census variables. Data exploration focuses on understanding important features of variable distributions at each aggregation level from both the census and surveillance
Table 7–2. Feasibility of Geocoding Public Health Surveillance System Databases

<table>
<thead>
<tr>
<th>Database</th>
<th>N</th>
<th>% Geocoded to:</th>
<th>% Not Geocoded</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BG</td>
<td>CT only</td>
</tr>
<tr>
<td>Total</td>
<td>970,086</td>
<td>92%</td>
<td>6%</td>
</tr>
<tr>
<td><strong>Massachusetts</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>267,724</td>
<td>95%</td>
<td>5%</td>
</tr>
<tr>
<td>Death</td>
<td>162,071</td>
<td>92%</td>
<td>8%</td>
</tr>
<tr>
<td>Cancer</td>
<td>170,004</td>
<td>92%</td>
<td>8%</td>
</tr>
<tr>
<td>Gun/stab wounds</td>
<td>7,723</td>
<td>83%</td>
<td>10%</td>
</tr>
<tr>
<td>TB + STDs</td>
<td>42,490</td>
<td>75%</td>
<td>23%</td>
</tr>
<tr>
<td><strong>Rhode Island</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth</td>
<td>106,443</td>
<td>94%</td>
<td>3%</td>
</tr>
<tr>
<td>Death</td>
<td>28,942</td>
<td>90%</td>
<td>5%</td>
</tr>
<tr>
<td>Cancer</td>
<td>21,392</td>
<td>92%</td>
<td>8%</td>
</tr>
<tr>
<td>Domestic violence</td>
<td>15,222</td>
<td>94%</td>
<td>5%</td>
</tr>
<tr>
<td>TB</td>
<td>576</td>
<td>91%</td>
<td>3%</td>
</tr>
<tr>
<td>STDs</td>
<td>9,353</td>
<td>88%</td>
<td>1%</td>
</tr>
<tr>
<td>Lead</td>
<td>135,567</td>
<td>91%</td>
<td>1%</td>
</tr>
<tr>
<td>HIS</td>
<td>2,579</td>
<td>75%</td>
<td>0%</td>
</tr>
</tbody>
</table>

*Years vary for each database, with years selected: (a) to be temporally proximal to the 1990 census, and (b) to ensure adequate sample size for calculation of stable rates.

TB, tuberculosis; STDs, sexually transmitted diseases; HIS, health interview survey; BG, block-group; CT, census tract; ZC, zip code.

data. For the census data we review analyses that involve both numerical and graphic summaries, stratified by level of aggregation and by state. These include univariate summaries, bivariate associations, and associations between individual census variables and the selected existing area-based socioeconomic indexes. Univariate summaries indicate whether census variables cluster around a particular value or set of values, identify possibly outlying observations and the extent of missing data, and provide information useful for identifying potentially meaningful cutpoints or functional transformations (e.g., log or square root) needed for statistical modeling. They also permit comparisons of variability and distribution across levels of aggregation.

Figure 7–2 shows the distribution of several selected census variables using box and whisker plots. Heavy right skewness is evident is several variables, such as those related to poverty and wealth. The majority of
Figure 7-2. Boxplots showing univariate distributions and percent missing of selected socioeconomic U.S. Census variables (1990) for Massachusetts block groups, census tracts, and ZIP codes.
variables show little appreciable difference in either shape or central tendency across levels of aggregation. Specifically, quantiles defining the middle 50% of the distribution remain relatively constant across aggregation unit. As the aggregation units get larger, however, some “smoothing” is evident, reflected by attenuation of the minimum and maximum values in larger aggregation units. This phenomenon occurs because larger aggregation units encompass the smaller ones and average their values. It is interesting, however, to compare the observed range of values in poverty and wealth: although many block-groups and census tracts have poverty rates in excess of 50%, the maximum poverty rate in ZIP codes is 46%. By contrast, the full range of values for wealth appears largely to be preserved across levels of aggregation. Thus, aggregation by ZIP code preserves the full range of values for indicating extreme wealth, but extreme poverty appears to be “smoothed out.”

We used Spearman’s rank correlations and two-way scatterplots to summarize associations between individual census variables at each aggregation level. (Rank correlations are preferred due to skewed distributions.) The goals of the association analysis are to understand whether patterns of association are consistent across level of aggregation and whether groups of variables tend to cluster together to delineate underlying, latent area-level characteristics. The second goal can and will be addressed more formally using factor analysis (Bartholomew and Knott, 1999, Chapter 3).

Table 7–3 lists pairwise correlations by level of aggregation; the boldface is used to indicate clusters of variables with high pairwise correlation (e.g., greater than 0.7 in absolute value). Although correlation is relatively constant across aggregation level, the clusters tend to emerge with greater definition at higher levels of aggregation. The first cluster characterizes economic resources in relation to income (or lack thereof) and includes all the selected income and poverty measures. A second cluster, slightly more difficult to discern, captures aspects of wealth and social class and includes variables pertaining to class composition, assets, and educational level. Importantly, for both clusters the direction of association remains the same across levels of aggregation, even as the degree of association sometimes changes.

The third component of our exploratory analysis examines the nature of association between individual census variables and the selected existing area-based socioeconomic indexes. This analysis is undertaken to help understand the extent to which existing indexes reflect variation in important census indicators. As an illustration, Figure 7–3 shows scatterplots of poverty rate versus three area-based socioeconomic indexes: the Townsend index, the Gini coefficient of income inequality, and the CDC’s
<table>
<thead>
<tr>
<th></th>
<th>Working Class (%)</th>
<th>Unemployed (%)</th>
<th>Median Household (HH) Income</th>
<th>&lt;50% Median HH Income</th>
<th>HH Income $150,000</th>
<th>Persons &lt; Poverty (%)</th>
<th>Persons ≥200% Poverty (%)</th>
<th>Owner-Occupied Homes ≥$300,000 (%)</th>
<th>Adults &lt; High School (%)</th>
<th>Adults ≥ 4 yrs College (%)</th>
<th>Crowded HH (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% unemployed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median household (HH) income</td>
<td>-0.686</td>
<td>-0.650</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50% median HH income</td>
<td>0.622</td>
<td>0.638</td>
<td>-0.938</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HH income ≥ $150,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.711</td>
<td>-0.576</td>
<td>0.691</td>
<td>-0.615</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% persons &lt; poverty</td>
<td>0.522</td>
<td>0.617</td>
<td>-0.857</td>
<td>0.882</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% persons ≥ 200% poverty</td>
<td>-0.625</td>
<td>-0.654</td>
<td>0.936</td>
<td>-0.919</td>
<td></td>
<td>0.643</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% owner-occupied homes ≥ $300,000</td>
<td>-0.684</td>
<td>-0.487</td>
<td>0.602</td>
<td>-0.523</td>
<td>0.702</td>
<td>-0.470</td>
<td>0.545</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% adults &lt; high school</td>
<td>0.774</td>
<td>0.693</td>
<td>-0.768</td>
<td>0.755</td>
<td>-0.682</td>
<td>0.670</td>
<td>-0.742</td>
<td>-0.658</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% adults ≥ 4 yrs college</td>
<td>-0.906</td>
<td>-0.670</td>
<td>0.668</td>
<td>-0.608</td>
<td>0.707</td>
<td>-0.503</td>
<td>0.605</td>
<td>0.702</td>
<td>-0.826</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% crowded HH</td>
<td>0.463</td>
<td>0.531</td>
<td>-0.608</td>
<td>0.579</td>
<td>-0.482</td>
<td>0.668</td>
<td>-0.674</td>
<td>-0.416</td>
<td>0.545</td>
<td>-0.438</td>
<td></td>
</tr>
<tr>
<td>Population per square mile</td>
<td>0.216</td>
<td>0.347</td>
<td>-0.490</td>
<td>0.519</td>
<td>-0.345</td>
<td>0.593</td>
<td>-0.549</td>
<td>-0.293</td>
<td>0.395</td>
<td>-0.203</td>
<td>0.523</td>
</tr>
</tbody>
</table>

*Correlations >0.6 highlighted in bold identify a cluster of variables pertaining to economic resources, in relation to poverty and income.

Correlations >0.6 highlighted in italics identify a cluster of variables related to social class, education, and wealth.
Figure 7-3. Scatterplots of poverty rate vs. Townsend index, Gini coefficient, and the CDC Index of Local Economic Resources, for Massachusetts block groups, census tracts, and ZIP codes using 1990 U.S. Census data.
Index of Local Economic Resources. Two features are readily apparent. First, as expected, the variability of each index at a fixed percentage of poverty (i.e., vertical variation in the plot) decreases as the area of aggregation increases. Second, at any given level of poverty, the variability in each index is quite substantial, even at the extremes, and especially for the CDC index. The high variation in the CDC index across fixed levels of poverty may indicate that it is not aptly named. The Gini coefficient also exhibits considerable variability at fixed poverty levels, but this is to be expected because the Gini coefficient measures economic disparity within an area and not per se (i.e., an area with uniform poverty can have the same Gini coefficient as does one with uniform wealth). This may be obvious but points to why a given measure may have different utility at different levels of aggregation: given economic segregation, the Gini coefficient and other measures of economic inequality are likely to be informative only at higher levels of aggregation (Jargowsky, 1997; Soobader and LeClere, 1999).

Our next steps involve both model building and confirmatory analyses. Building on our correlation analyses, we use factor analysis to identify subsets of variables that cluster in particular domains and use information on latent factors in our eventual construction of the index (Bartholomew and Knott, 1999, pp. 42 ff.). We also address two important issues that make our analysis slightly more complex than simply applying factor analysis to the census variables. First, census variables for adjacent geographic areas are likely to be spatially correlated, and incorporating this correlation is likely to improve our estimation of area-specific factors (Clayton and Kaldor, 1987; Moore and Carpenter, 1999). Second, especially at the ZIP code level, census data are derived from differently sized populations, making it necessary to incorporate appropriate weights.

Having obtained factor scores in addition to our single-variable socioeconomic measures and other existing indexes, we turn to the question of socioeconomic gradients in health outcomes. A standard approach for addressing this question is Poisson regression, appropriately generalized to deal with potential spatial correlation (e.g., Breslow and Clayton, 1993), in which the dependent variable is the number of events in an area (standardized by the population size) and the independent variables include various area-based socioeconomic measures. This modeling approach permits evaluating the utility of our various socioeconomic measures, both within and across levels of geography and across the different health outcomes on the bases of predictive accuracy, relevance to public health monitoring, transparency of meaning,
and ease of use by government agencies that eventually will use these measures.

CONCLUSION

In conclusion, we believe our project affords an example of why it is useful to remember the basic fact that we each live in neighborhoods and that data on socioeconomic characteristics of these neighborhoods—whether compositional or contextual—can be useful for describing and monitoring social inequalities in health. This insight is not new: the first peer-reviewed U.S. public health studies using census tract socioeconomic data to augment vital statistics appeared shortly after World War II, more than a half-century ago (Terris, 1948; Cohart, 1954; Ellis, 1968). The seemingly obvious utility of area-based socioeconomic measures to overcome the absence of socioeconomic data in U.S. public health databases, however, is belied by the still scant research on what measures to use at which level of geography. Perhaps now, with the end the cold war; with renewed discussion of economic inequality, social class, and health; and with new challenges to individualistic frameworks arising from reinvigorated social movements for social justice and human rights (Copenhagen, 1995; Braveman, 1996; Krieger and Birn, 1998; Mann et al., 1999; Shaw et al., 1999; Berkman and Kawachi, 2000; Kim et al., 2000), plus new technologies like GIS (Thrall, 1999a, 1999b; Richards et al., 1999b; Yasnoff and Sondik, 1999; Moore and Carpenter, 1999), it will finally be possible in the United States, to put social inequalities in health on the proverbial map.

Recent Findings from the Public Health Disparities Geocoding Project

Since preparation of this chapter, empirical and methodological analyses of the described study—since named the Public Health Disparities Geocoding Project—have been published in scientific journals. Highlights and citations are provided below.

Analytic findings
Our central finding is that census tract (CT) and block group (BG) area-based socioeconomic measures (ABSMs) performed similarly, detecting gradients expected based on the extant literature, whereas ZIP code (ZC) measures are more problematic, at times generating effect estimates substantially smaller than, larger than, and sometimes in even the opposite
direction of, those generated with BG and CT measures. Additionally, measures of economic deprivation (e.g., percent of persons below poverty) consistently detected the expected gradients, whereas measures pertaining to occupation, education, and wealth often were less sensitive. One implication is that, from a monitoring perspective, measures of economic deprivation may be best for public health surveillance systems; from an etiologic perspective, however, it may be useful to employ diverse ABSMs to elucidate relevant pathways by which socioeconomic conditions affect the specified health outcomes. For further discussion, see the following:


Methodologic studies
These studies: (1) documented the need for ensuring accuracy of geocoding for public health research (since accuracy across several geocoding firms ranked from as low as 44% to up to 96%), and (2) provided empirical evidence of bias introduced by the potential mismatch between census-defined and ZIP code-defined geographic areas (e.g., for colon cancer, the socioeconomic gradient observed using ZC ABSMs was in the opposite direction of the expected gradient that was observed with the BG and CT ABSMs). For further discussion, see the following:

- Krieger N, Waterman PD, Chen JT, Soobader M-J, Subramanian SV, and Carson R (2002). ZIP code caveat: bias due to spatiotemporal mis-
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