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‘ Questions

= What should analysts do when estimates
of key parameters are statistically
insignificant?

= More generally, how should analysts use
estimates from secondary sources in CBA
and CEA?




Three Approaches

1. Treat statistically insignificant estimates
(and their standard errors) as if they are zero

2. Use estimates and their standard errors

3. Use shrunk estimates and their standard
errors




‘ Shrinkage Estimator for OLS

= Derive shrinkage estimator by minimizing
means sguare error:
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= Depends on t-value, so can be implemented
with reported results




Figure 1: Overview of Simulation Procedure
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Specify true values of parameters
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Step 2

Diraw data set using true values and random disturbances
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Step 3

Estimate parameters from data set
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Step 4

Apply each of three rules on use of estimated parameters
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Step 5

Conduct a Monte Carlo simmilation for each rule:

1. Record squared deviations of predicted
from true net benefits;

2. Record percent of time frue net benefits fall
outside 90 percent confidence interval.




Simulation Assumptions

= NB=11+12+13

o 11: 20 percent chance of zero; 80 percent chance
of being uniform between 0 and 1

o 12: 40 percent chance of zero; 60 percent chance
of being uniform between 0 and 1

o 13: uniform between -.4 and 1
= Range of NB: -.4to 3

= E[NB] =1




Significant Coefficients Only |

All Coefficients
Shrunk Coefficients
(Number of Trials)

MSE for Each Method by True Net Benefit Intervals

Interval of True Net Benefits

D4t00 Dtol lto2 2to3
06 07 06 05 05
04 04 04 04
03 04 04 05
(496) (4.624) (4.300) (571)
038 07 09 10 11
08 08 08 09
05 06 08 11
Standard (524) (4.604) (4.201) (581)
Deviation of 1.0 7 13 17 18
Regression 12 12 12 13
Error 07 10 13 16
(497) (4.622) (4.309) (572)
12 09 17 27 29
18 17 16 16
11 13 18 22
(508) (4.646) (4.273) (573)
14 09 22 41 53
23 24 24 23
13 18 25 34
(509) (4.654) (4.279) (538)

Minimmm values in red.




Figure 3
MSE. Standard Deviabon of Regression Emor Equal to 1.0
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Significant Coefficients Only|
All Coefficients
Shrunk Coefficients
(Number of Trials)

Interval of True Net Benefits

04100 Oto1l 1to2 2to 3
0.6 1.0 42 21 14
10 10 10 12
08 11 A1 11
(496) (4.624) (4.309) (571)
0.8 1.0 44 26 17
08 10 10 11
00 11 12 14
Standard (524) (4.604) (4.291) (581)
Deviationof | 1.0 1.0 47 30 22
Regression 10 10 10 12
Error 08 12 12 13
(497) (4,622 (4.300) (572)
1.2 1.0 51 35 24
12 00 00 11
11 11 13 13
(508) (4.646) (4.273) (573)
14 1.0 56 390 K}
09 10 A1 110
08 11 14 13
(509) (4.654) (4.279) (558)




‘ Conclusions

= Test the right hypothesis

= Don’t make things worse by avoiding sub-
group analysis to avoid multiple comparisons

= Use shrinkage estimators to guard against
regression to the mean
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